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Abstract

Multi-channel self-steering microphone arrays for hearing aid ap-
plications enable the hearing impaired user to follow conversa-
tions coming from other directions than the front direction. Bin-
aural connections between left and right hearing aids allow for (i)
the estimation of the direction of arrival (DOA) and thus for auto-
matic beam-steering, (ii) a higher noise reduction due to a greater
number of sensors, and (iii) the preservation or reconstruction of
binaural cues that can be used by the hearing impaired listener
for object segregation. Since the microphones are placed near
the human head, diffraction and shadowing effects have to be in-
corporated into the beamformer design as well as into the DOA
estimator.
In this contribution a combined system of DOA estimation and
a head-worn 6-channel binaural noise reduction scheme is pre-
sented and evaluated using perceptual measures that are based on
auditory models.

1 Introduction

Multi-channel noise reduction schemes are frequently used for
application in hearing aids as they exploit spatial information
about the signals and therefore, in general, lead to a higher noise
reduction and lower signal distortion than single channel tech-
niques.
Binaural connections between left and right hearing aids have
been approved in recent publications [1, 2] and the first hearing
aids with wireless links are available on the market that transfer
program and algorithm settings. It can be expected that in near fu-
ture also full-band audio information will be transmitted provided
that a significant performance gain can be archieved. For binau-
ral head-worn beamformer systems head shadow and diffraction
effects become important, in particular for algorithms with a high
spatial selectivity [1]. Up to now, beamformer systems for hear-
ing aids made the assumption that the relative target direction is
at the front direction. However, this assumption might become
unsatisfying for the hearing aid user if the signal of interest is
coming from the side or is even moving. In this contribution a
direction of arrival (DOA) estimator in combination with a beam-
former that automatically steers to the most prominent source
is suggested. For head-worn binaurally linked microphone ar-
rays it has been shown in [1, 3] that for a moving sound source,
self-steering beamformers lead to better performance than beam-
fomers with fixed look-direction for SNR values above -2 dB if
the propagation model at least included a coarse head model. In
this contribution the head related DOA estimation technique is
reviewed and different approaches are compared in terms of their
performance and robustness under adverse noise conditions. The
remainder of this paper is organized as follows: In Section 2 the
binaural noise reduction scheme is briefly introduced. Head shad-
owing and diffraction effects on the noise reduction scheme are
described in Section 3 and DOA estimation is discussed in Sec-
tion 4. Section 5 presents simulations results and Section 6 con-
cludes the paper.

2 Binaural Noise Reduction
Figure 1 shows the combined system for noise reduction and
DOA estimation. With two 3-channel behind the ear (BTE) hear-
ing aid shells mounted on a Brüel & Kjær (B&K) head and torso
simulator (HATS) 6-channel head related transfer functions have
been measured, both in an anechoic and an office environment
(room reverberation time τ60 ≈ 300ms). Additionally, 6-channel
recordings have been made under realistic noise conditions in an
office and in a cafeteria.
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Figure 1: Signal model and beamformer setup.

The well-known minimum variance distortionless response
(MVDR) beamformer is applied in the frequency domain to gen-
erate a single-channel estimate of the desired signal from the
6-channel input signals. We used a constrained superdirective
beamformer design [4].

W[n,Θ] =
Γ
−1
NN [n]d[n,Θ]

dH [n,Θ]Γ−1
NN [n]d[n,Θ]

(1)

d[n,Θ] = [d0[n,Θ],d1[n,Θ], . . . ,dM−1[n,Θ]]T (2)

dm[n,Θ] = |dm[n,Θ]|e− j2πn
fs
N

τm[n,Θ], m = 0..M−1 (3)

In (1) ΓNN[n] and d[n,Θ] are the noise coherence matrix and the
propagation vector in discrete frequency domain, respectively. k,
n, N, Θ, m, M, and τ are the discrete time index, the discrete fre-
quency index, the DFT length, the angle of incidence, the chan-
nel index, the number of microphones, and the traveling delay
between the microphones, respectively. The desired direction of
arrival and the propagation model are included in the propagation
vector (see Section 3 and 4). A post filter [5, 6] generates a binau-
ral audio signal from the beamformer’s output and two reference
signals to provide the user with binaural information.

HBin[n] =

(

|dl [n,Θ]|2 + |dr [n,Θ]|2
)

ΦYbYb
[n]

ΦXlXl
[n]+ΦXrXr

[n]
(4)

Yl [n] = HBin[n]Xl[n] (5)

Yr[n] = HBin[n]Xr[n] (6)

For a comparison of different binaural techniques see [6].
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3 Incorporation of Head Influences
Humans make use of binaural information for signal unmask-
ing and object segregation. Two important binaural cues are,
amongst others, the interaural time difference (ITD) and the in-
teraural level difference (ILD), depicted in Figure 2 and 4. These
effects are due to diffraction and shadowing of sound waves at
the human head and also need to be considered in algorithms
for head-worn microphone arrays, particularly in the DOA esti-
mator and the beamformer [1, 6, 3]. Since head related trans-
fer functions (to the BTE hearing aids) are different for each
user, it is evident to use parametric head models [7, 8] instead
of individual HRTFs to incorporate the coarse head character-
istics into the algorithm design. Figure 2 shows the interaural
time differences (ITD) for free-field assumptions (FF), measured
HRTFs, head models HM1 [7], and HM2 [8]. HM2 uses a some-
what more sophisticated model and has proven to lead to bet-
ter results for noise reduction and DOA estimation schemes (see
[1, 6, 3] and Section 5). While hardly any difference exists at
angles at about 0◦ (front direction) delay differences of about
0.3ms at ±90◦ correspond to an angle estimation errors of up
to 30◦ [1]. Thus a mapping to the correct angles is an essential
step if DOA estimators shall work with head mounted devices.
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Figure 2: Group delay for different propagation models.

For the incoming sound wave the head is a dispersive spatial fil-
ter which leads to diffraction (and thus to longer traveling times
around the head) for lower frequencies and shadowing (i.e.: am-
plitude reduction) for higher frequencies. Figure 3 visualizes the
differences of the traveling distances of a sound wave under free-
field conditions and for a spherical head model. The differences
become particularly large for angles around 90◦ as depicted in
Figure 2.

ITD: Dt Dt
L R

+

Free-field

Head Model

Figure 3: Diffraction at a sphere.

Figure 4 shows the influence of ILD for measured HRTFs
(left) and for the head model (HM2). Although head models do
not give an exact estimate of the user-dependent HRTF, the mi-
crophone and frequency dependent ILDs are roughly estimated
by HM2.

4 Direction of Arrival Estimation
In [3] and [1] DOA estimation methods known from the literature
(e.g. based on the dual delay line approach [9] or the generalized
cross correlation (GCC) approach [10]) have been extended to
work for head mounted microphone arrays. Since the GCC ap-
proach turned out to be more robust in terms of environmental
noise and room reverberation [1, 3] we focus on this approach
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Figure 4: Interaural level differences for measured HRTFs and
head models.

and its extensions here. The time delay corresponding to the es-
timated direction of arrival can be determined by

τ̂ = argmax
k

Rxl xr
[k] (7)

with the generalized cross correlation [10]

Rxl xr
[k] =

1

N

N−1

∑
n=0

Ψ[n]Xl [n]X∗
r [n]e j 2π

N
nk. (8)

For the weighting function Ψ[n] several proposals exist which
aim to emphasize the GCC value at the true time delay of ar-
rival over the undesired local maxima. One well-known weight-
ing function which has proven to be robust in noisy and reverber-
ant conditions is the PHAse Transform (PHAT) weighting func-
tion ΨPHAT[n] = 1/|ΦXlXr

[n]|, aka the crosspower spectrum phase
(CSP).

In practice, the direction of arrival for the GCC-PHAT
method is determined in three steps. First, Rxl xr

[k] is calculated at
equidistant time samples k. Since in practice, time differences of
arrival (TDOA) between two microphones are short and the inter-
esting area is covered by only a few samples, the crosscorrelation
Rxlxr

[k] is interpolated by an oversampled IFFT. Afterwards, the
time-delay which corresponds to the highest correlation value is
found by a maximum search argmaxk. As we are interested in the
correlation function on a equidistant azimuth angle scale, namely,
the direction of arrival, we finally have to re-map the time delay
τ̂ to the azimuth angle with a non-linear mapping function which
can become quite complex for the head-related case. Figure 2
depicts this mapping for free-field, head-models and measured
HRTFs. This three-step estimation method is suboptimal, be-
cause for a satisfying resolution of lateral azimuth angles between
|Θ| = 30◦. . .90◦, the oversampling needs to be high whereas for
angles between [−30◦. . .30◦] the DFT resolution is sufficient (for
a microphone pair in broadside direction). Thus, by directly ap-
plying time-delays that are equidistant on the azimuth-scale we
can save computational costs for the IFFT and the mapping func-
tion.

Rxl xr
[Θ] =

1

N

N−1

∑
n=0

Ψ[n]Xl [n]X∗
r [n]e j 2π

N
nτlr [Θ,n] (9)

Here e j 2π
N

nτlr[Θ,n] is the phase component of the inter-microphone
transfer function between microphone l and r for a source signal
impinging from the direction Θ. Note, that τlr may also be fre-
quency dependent accounting for dispersion effects observed for
head-worn arrays.

The DOA estimation method in (9) has been described by
DiBiase in [11] as the spatial response phase transform (SRP-
PHAT). DiBiase analyzed the performance of the SRP-PHAT us-
ing all microphone combinations l and r.

Θ̂ = argmax
Θ

M

∑
i=1

M

∑
j=1

Rxix j
[Θ] (10)

Although redundancies of the correlation between microphone
pairs [l,r],[r, l] and autocorrelations [l, l] where included in
the estimate, DiBiase found no detrimental effect using all
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Figure 5: Mean DOA estimation error over input SNR for diffuse noise conditions without reverberation (upper part, a)-c)) and in
reverberant environment (τ60 ≈ 300ms) and babble noise conditions (lower part, d)-f)) for GCC-PHAT (a), d)) and SRP-PHAT for 1
microphone pair (b), e)) and 2 microphone pairs (c), f)).

combinations. However, for the microphone array used here, it
was expected that some microphone pairs might not yield any
information about the direction of arrival because of a very low
inter-microphone distance.

Position

Mic. no. x in mm y in mm z in mm

(1) LF 14.9 0 4.7

(2) RF 14.9 -164 4.7

(3) LM 7.3 0 2.6

(4) RM 7.3 -164 2.6

(5) LB 0 0 0

(6) RB 0 -164 0

Table 1: Microphone positions in mm (compare Figure 1).

In Table 1 and 2 the absolute positions of the microphones
used in the hearing aid setup and the inter-microphone spacings
are given, respectively.

Distance in mm to microphone no.

Mic. no. (1) LF (2) RF (3) LM (4) RM (5) LB (6) RB

(1) LF - 164.0 7.9 164.2 15.6 164.7

(2) RF 164.0 - 164.2 7.9 164.7 15.6

(3) LM 7.9 164.2 - 164.0 7.7 164.2

(4) RM 164.2 7.9 164.0 - 164.2 7.7

(5) LB 15.6 164.7 7.7 164.2 - 164.0

(6) RB 164.7 15.6 164.1 7.7 164.0 -

Table 2: Distances between microphones in mm. (L:left, R:right,
F:front, M:middle, B:back).

As it can be seen from Table 2 the distances between some of
the microphone pairs (e.g. microphone 1 and 3) are very small.
Thus, they may be too small for a DOA estimation by means or
GCC-PHAT or SRP-PHAT since real-world noise fields often
are diffuse. Diffuse noise fields are highly correlated up to a
certain frequency which raises for smaller inter-microphone
distances. Furthermore, the spatial positions of the microphone
pair consisting of microphone 1 and 2 and the microphone pair
consisting of microphone 3 and 4, e.g., are quite similar. Thus a
combination of these microphone pairs may provide only little
more information about the desired signal. For the experiments
a subset of all possible microphone pairs was used and different
combinations were evaluated compared to a single microphone
pair.

Θ̂ = argmax
Θ

P

∑
p=1

Rxp,1xp,2 [Θ] (11)

Here p is number of the actual microphone pair and P is the
number of microphone pairs used. For the investigated hear-
ing aid system, the DOA could theoretically be estimated from

Pmax =
(M−1)·M

2 pairs where M = 6 is the number of micro-
phones.

5 Simulation Results

In Figure 5 the mean DOA estimation error ēΘ = 1
|A | ∑A Θ− Θ̂

is shown depending on the input SNR for the GCC-Phat
method (subplots a) and d)), the SRP-PHAT method using one
microphone pair (subplots b) and e)) and the SRP-PHAT method

using two microphone pairs (subplots c) and f)). Here, Θ and Θ̂
are the true and the estimated direction of arrival, respectively.
A is the set of frames where speech is present and |A | its
cardinality. The upper subplots (a)-c)) show the performance of
the algorithms for an anechoic situation (no reverberation) in
diffuse noise conditions while the lower subplots (d)-f)) show
the performance of the DOA estimators in a reverberant envi-
ronment (τ60 ≈ 300ms) and babble noise conditions. Different
propagation models (free-field (FF), head models (HM1, HM2)
and measured HRTFs) were evaluated. It can be seen that, in
general, the algorithms perform best for measured HRTFs and
worst if no diffraction and shadowing effects are incorporated
into the design (FF). Using head models is a good approximation
for the measured HRTF which is unknown in practical systems.
Comparing the GCC-PHAT and SRP-PHAT curves reveals that
the SRP-PHAT algorithm performs slightly better. However, the
averaging over multiple microphone pairs did not lead to the
expected performance improvement (particularly not for real-
world conditions including reverberation and high environmental
noise) that was reported in literature. It was found that a small
variance decrease of the correlation matrix Rxp,1xp,2 could be seen
for an ideal diffuse noise field. Looking at real-world recorded
babble noise this small effect disappeared because it had a
stronger correlation which was seen by all microphone pairs
simultaneously. In summary it can be stated that the SRP-PHAT
algorithm using only one microphone pair (9) showed the best
performance for the given microphone setup.

Figure 6 shows the performance of the combined SRP-PHAT-
steered noise reduction system evaluated by three objective mea-
sures: the signal-to-noise ratio enhancement SNRE, the percep-
tual similarity measure ∆PSM from PEMO-Q [12, 1] and the
binaural speech intelligibility measure ∆BSIM [14, 1]. All three
measures show the relative enhancement of the input signal. The
broadband SNRE shows the amount of noise reduction in a tech-
nical sense. Although it is an established measure which is cor-
related with the perceived amount of noise reduction [13] it has
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Figure 6: Performance evaluation with the objective measures
SNRE, ∆PSM and ∆BSIM for a speech signal in a reverberant
office environment (τ60 = 300 ms) mixed with babble noise at
different input SNR’s and processed by the SRP-PHAT-steered
binaural noise reduction scheme.

some severe deficiencies as signal distortions may not be seen
properly. Thus inconsistencies may occur, e.g., in Figure 6 a) the
estimated system is better than the optimal system. In subplot
b), ∆PSM shows the increase of the estimated perceptual quality
compared to the input signal. Both, SNRE and PSM are monau-
ral measures and therefore are evaluated for left and right output
signal, respectively. The difference between the input and output
speech reception threshold is estimated by ∆BSIM in Figure 6 c).
This measure integrates binaural information that might be used
by the listener for localization and object segregation. Obviously,
the performances of the self-steered systems converge to the ideal
system at about 8 dB. A ∆BSIM value of −4 dB means, e.g., that
the expected speech reception threshold (i.e., 50% speech intelli-
gibility) of the binaural output is 4 dB lower than the speech re-
ception threshold estimated for the input signal. Thus ∆BSIM can
be interpreted as the amount of additional head-room of speech
intelligibility achieved by the binaural noise reduction scheme.
For a further evaluation of ∆BSIM (which was formerly named
∆SRT), and other measures the reader is referred to [1, 6, 14].
The performance of the beamformer designed for free-field was
much lower than for the head-model based designs. This is partly
due to the white noise gain constraint which is an important factor
that influences the amount of noise reduction and that had been
optimized for the head-worn array. However, it has already been
shown in [6, 1] that free-field beamformers are suboptimal for
head-worn arrays.

6 Conclusions

The results show that the SRP-PHAT method using only a sub-
set of microphone pairs leads to a slightly higher performance

than the GCC-PHAT method and simultaneously reduces com-
putational load which is due to a better sampling of the param-
eter space with equidistant azimuth angles and the dispensable
TDOA-mapping. For the microphone array used here, a combi-
nation of multiple microphone pairs did not lead to a consistent
improvement compared to a single microphone pair. This can be
explained by the low inter-microphone distances and the similar-
ity of the correlation patterns for the microphone pairs that are
applicable to DOA estimation. The combination of SRP-PHAT
based direction of arrival estimation and a constrained superdi-
rective beamformer showed that the objectively estimated signal
quality and the estimated speech intelligibility were improved
compared to traditional non-steered systems if at least a course
head model was included in the DOA estimation algorithm and
the binaural noise reduction scheme for head-worn microphone
arrays.
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